**Terro Real Estate Agency Business Report**

**1)** **Generate the summary statistics for each variable in the table. (Use Data analysis tool pack). Write down your observation.**

**Ans:**

|  |  |  |
| --- | --- | --- |
| **Observations:** |  |  |
| 1. Tax has the large amount of mean. | | |
| 1. Tax and Age has the large amount of median. | | | |
| 1. In Tax, positive and large skewed value is seen in the data. | | | | |
| 1. Tax has the maximum range value. | | |

1. The mean values range for all variables are **between 0.55 to 408.23.**
2. The standard deviations of variables range from **0.1 to 168.53**, indicating a wide range of variability among the variables.
3. The ranges of variables are ranging from **0.48 to 524.**

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |
|  |  |

**2) Plot a histogram of the Avg\_Price variable. What do you infer?**

**Ans:**

The histogram shows the distribution of the data, where the x-axis represents the Avg\_Price and the y-axis represents the frequency of the data. We can see that the distribution is approximately normal with a few outliers.

* The majority of the data points are in the range of **15.0-24.9**.
* The **mean and median** of the data are **close to each other**, **indicating** that the data is approximately **symmetric.**
* The **standard deviation** of the data is likely to be moderate to high, given the spread of the data and the long tail on the right side of the distribution.

**3) Compute the covariance matrix. Share your observations**

**Ans.**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | ***CRIME\_RATE*** | ***AGE*** | ***INDUS*** | ***NOX*** | ***DISTANCE*** | ***TAX*** | ***PTRATIO*** | ***AVG\_ROOM*** | ***LSTAT*** | ***AVG\_PRICE*** |
| **CRIME\_RATE** | 8.516147873 |  |  |  |  |  |  |  |  |  |
| **AGE** | 0.562915215 | 790.792 |  |  |  |  |  |  |  |  |
| **INDUS** | -0.110215175 | 124.268 | 46.97143 |  |  |  |  |  |  |  |
| **NOX** | 0.000625308 | 2.38121 | 0.605874 | 0.013401 |  |  |  |  |  |  |
| **DISTANCE** | -0.229860488 | 111.55 | 35.47971 | 0.61571 | 75.666531 |  |  |  |  |  |
| **TAX** | -8.229322439 | 2397.94 | 831.7133 | 13.0205 | 1333.1167 | 28348.6 |  |  |  |  |
| **PTRATIO** | 0.068168906 | 15.9054 | 5.680855 | 0.047304 | 8.7434025 | 167.821 | 4.677726 |  |  |  |
| **AVG\_ROOM** | 0.056117778 | -4.7425 | -1.88423 | -0.02455 | -1.2812774 | -34.515 | -0.53969 | 0.49269522 |  |  |
| **LSTAT** | -0.882680362 | 120.838 | 29.52181 | 0.48798 | 30.325392 | 653.421 | 5.7713 | -3.073655 | 50.894 |  |
| **AVG\_PRICE** | 1.16201224 | -97.396 | -30.4605 | -0.45451 | -30.50083 | -724.82 | -10.0907 | 4.48456555 | -48.352 | 84.4195562 |

* The diagonal values represent the variance of each variable.
* The sign of the **covariance between two variables indicates the direction of their relationship**.
* A **positive covariance indicates** that the two variables **tend to vary together in the same direction**.
* A **negative covariance indicates** that they **tend to vary in opposite directions**.

|  |  |  |
| --- | --- | --- |
| * Indus, distance and tax has negative covariance with crime rate only. |  |  |
| * Avg\_room has negative covariance with age, indus, NOX, distance, tax and PTRATIO. | |  |
| * LSTAT has negative covariance only with crime rate and avg\_room. |  |  |
| * Avg\_price has negative covariance with age, indus, NOX, distance, tax, PTRATIO and LSTAT. | | |

**4) Create a correlation matrix of all the variables (Use Data analysis tool pack). (5 marks) a) Which are the top 3 positively correlated pairs and b) Which are the top 3 negatively correlated pairs.**

**a) Which are the top 3 positively correlated pairs.**

**Ans.**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | ***CRIME\_RATE*** | ***AGE*** | ***INDUS*** | ***NOX*** | ***DISTANCE*** | ***TAX*** | ***PTRATIO*** | ***AVG\_ROOM*** | ***LSTAT*** | ***AVG\_PRICE*** |
| **CRIME\_RATE** | 1 |  |  |  |  |  |  |  |  |  |
| **AGE** | 0.006859463 | 1 |  |  |  |  |  |  |  |  |
| **INDUS** | -0.005510651 | 0.64478 | 1 |  |  |  |  |  |  |  |
| **NOX** | 0.001850982 | 0.73147 | 0.76365 | 1 |  |  |  |  |  |  |
| **DISTANCE** | -0.009055049 | 0.45602 | 0.59513 | 0.6114 | 1 |  |  |  |  |  |
| **TAX** | -0.016748522 | 0.50646 | 0.72076 | 0.668 | 0.91023 | 1 |  |  |  |  |
| **PTRATIO** | 0.010800586 | 0.26152 | 0.38325 | 0.1889 | 0.46474 | 0.4609 | 1 |  |  |  |
| **AVG\_ROOM** | 0.02739616 | -0.2403 | -0.39168 | -0.3022 | -0.2098 | -0.292 | -0.356 | 1 |  |  |
| **LSTAT** | -0.042398321 | 0.60234 | 0.6038 | 0.5909 | 0.48868 | 0.544 | 0.374 | -0.6138083 | 1 |  |
| **AVG\_PRICE** | 0.043337871 | -0.377 | -0.48373 | -0.4273 | -0.3816 | -0.4685 | -0.508 | 0.6953599 | -0.7377 | 1 |

The **top 3 positively correlated** pairs are:

1. **DISTANCE by TAX** with a correlation coefficient of **0.91.**

2. **INDUS by NOX** with a correlation coefficient of **0.76.**

3. **AGE by NOX** with a correlation coefficient of **0.73.**

**b) Which are the top 3 negatively correlated pairs.**

**Ans.**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | ***CRIME\_RATE*** | ***AGE*** | ***INDUS*** | ***NOX*** | ***DISTANCE*** | ***TAX*** | ***PTRATIO*** | ***AVG\_ROOM*** | ***LSTAT*** | ***AVG\_PRICE*** |
| **CRIME\_RATE** | 1 |  |  |  |  |  |  |  |  |  |
| **AGE** | 0.006859463 | 1 |  |  |  |  |  |  |  |  |
| **INDUS** | -0.005510651 | 0.64478 | 1 |  |  |  |  |  |  |  |
| **NOX** | 0.001850982 | 0.73147 | 0.76365 | 1 |  |  |  |  |  |  |
| **DISTANCE** | -0.009055049 | 0.45602 | 0.59513 | 0.6114 | 1 |  |  |  |  |  |
| **TAX** | -0.016748522 | 0.50646 | 0.72076 | 0.668 | 0.9102282 | 1 |  |  |  |  |
| **PTRATIO** | 0.010800586 | 0.26152 | 0.38325 | 0.1889 | 0.4647412 | 0.4609 | 1 |  |  |  |
| **AVG\_ROOM** | 0.02739616 | -0.2403 | -0.39168 | -0.3022 | -0.209847 | -0.292 | -0.355501 | 1 |  |  |
| **LSTAT** | -0.042398321 | 0.60234 | 0.6038 | 0.5909 | 0.4886763 | 0.544 | 0.3740443 | -0.613808272 | 1 |  |
| **AVG\_PRICE** | 0.043337871 | -0.377 | -0.48373 | -0.4273 | -0.381626 | -0.4685 | -0.507787 | 0.695359947 | -0.7377 | 1 |

The **top 3 Negatively correlated** pairs are:

1. **LSTAT by AVG\_PRICE** with a correlation coefficient of **-0.73.**

2. **AVG\_ROOM by LSTAT** with a correlation coefficient of **-0.61.**

3. **PTRATIO by AVG\_PRICE** with a correlation coefficient of **-0.50.**

**5) Build an initial regression model with AVG\_PRICE as ‘y’ (Dependent variable) and LSTAT variable as Independent Variable. Generate the residual plot.**

**a)** **What do you infer from the Regression Summary output in terms of variance explained, coefficient value, Intercept, and the Residual plot?**

**Ans:** Based on the regression summary output, we can see that the **R-squared value is 0.544**, which means that about **54.4%** of the variance in the dependent variable (AVG\_PRICE) is explained by the independent variable (LSTAT).

![](data:image/x-emf;base64,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)

The **coefficient value** for LSTAT is **-0.95**, which indicates that as the LSTAT value increases by one unit, the AVG\_PRICE value decreases by 0.95 units.

|  |  |
| --- | --- |
|  | *Coefficients* |
| Intercept | 34.55384088 |
| LSTAT | -0.950049354 |

**Intercept**: The intercept value of **34.553** is the predicted value of AVG\_PRICE when LSTAT is equal to 0.

|  |  |
| --- | --- |
|  | *Coefficients* |
| Intercept | 34.55384088 |
| LSTAT | -0.950049354 |

The **residual plot shows** that there is a **non-linear relationship** between the independent and dependent variables, as there is a clear pattern in the residuals. This **suggests that a linear regression model may not be the best fit for the data.**

**b)** **Is LSTAT variable significant for the analysis based on your model?**

**Ans:** Yes, based on the regression model summary, the LSTAT variable is significant for the analysis. **The p-value** **for the LSTAT coefficient is less than 0.05**, which is the commonly used significance level. This means that there is strong evidence that the LSTAT variable has a significant linear relationship with the average house price.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **ANOVA** |  |  |  |  |  |
|  | ***df*** | ***SS*** | ***MS*** | ***F*** | ***Significance F*** |
| Regression | 1 | 23243.914 | 23243.9 | 601.6179 | 5.0811E-88 |
| Residual | 504 | 19472.38142 | 38.6357 |  |  |
| Total | 505 | 42716.29542 |  |  |  |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | ***Coefficients*** | ***Standard Error*** | ***t Stat*** | ***P-value*** |
| Intercept | 34.55384088 | 0.562627355 | 61.4151 | 3.7E-236 |
| LSTAT | -0.950049354 | 0.038733416 | -24.528 | 5.08E-88 |

**6)** **Build a new Regression model including LSTAT and AVG\_ROOM together as independent variables and AVG\_PRICE as dependent variable. (6 marks)**

**a) Write the Regression equation. If a new house in this locality has 7 rooms (on an average) and has a value of 20 for L-STAT, then what will be the value of AVG\_PRICE? How does it compare to the company quoting a value of 30000 USD for this locality? Is the company Overcharging/ Undercharging?**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | *Coefficients* | *Standard Error* | *t Stat* | *P-value* |
| Intercept | -1.358272812 | 3.17282778 | -0.4281 | 0.668765 |
| AVG\_ROOM | 5.094787984 | 0.4444655 | 11.46273 | 3.47E-27 |
| LSTAT | -0.642358334 | 0.043731465 | -14.6887 | 6.67E-41 |

**Ans:**

The regression equation with **LSTAT and Avg\_Room** as independent variables and **AVG\_PRICE** as the dependent variable is:

**AVG\_PRICE = β0 + β1*LSTAT + β2*AVG\_ROOM**

**AVG\_PRICE = -1.35 + (-0.64 \* LSTAT) + (5.09 \* AVG\_ROOM)**

To find the predicted value of AVG\_PRICE for a new house with 7 rooms and LSTAT value of 20, we substitute these values in the regression equation:

AVG\_PRICE = -1.35 + (-0.64 \* 20) + (5.09 \* 7) AVG\_PRICE = -1.35 – 12.8 + 35.63 **AVG\_PRICE = 21.48**

So, the **predicted value of AVG\_PRICE** for a new house with 7 rooms and LSTAT value of 20 is **21,480 USD.**

If the company is quoting a value of 30,000 USD for this locality, then the predicted value is much lower than the quoted value. It suggests that the company might be overcharging for the houses in this locality.

**b) Is the performance of this model better than the previous model you built in Question 5? Compare in terms of adjusted R-square and explain.**

**Ans:** we need to compare the adjusted R-square of the new model with the adjusted R-square of the previous model.

If the adjusted R-square of the new model is higher, it means that the new model is better at explaining the variability in the dependent variable. If the adjusted R-square of the new model is lower, it means that the previous model is better.

|  |  |
| --- | --- |
| *Regression Statistics* | |
| Multiple R | 0.737662726 |
| R Square | 0.544146298 |
| Adjusted R Square | 0.543241826 |
| Standard Error | 6.215760405 |
| Observations | 506 |

|  |  |
| --- | --- |
| *Regression Statistics* | |
| Multiple R | 0.799100498 |
| R Square | 0.638561606 |
| Adjusted R Square | 0.637124475 |
| Standard Error | 5.540257367 |
| Observations | 506 |

**Q.5 Adjusted R Square Q.6 Adusjed R Square**

Comparing the adjusted R-squared values, we can see that the new model with “LSTAT” and “AVG\_ROOM” as independent variables have a higher adjusted R-squared value of 0.637 compared to the previous model adjusted R-squared of 0.543. This indicates that the new model is a better fit for the data than the original model.

**7)Build another Regression model with all variables where AVG\_PRICE alone be the Dependent Variable and all the other variables are independent. Interpret the output in terms of adjusted R square, coefficient and Intercept values. Explain the significance of each independent variable with respect to AVG\_PRICE. (8 marks)**

**a) Interpret the output in terms of adjusted R square, coefficient and Intercept values.**

|  |  |
| --- | --- |
| *Regression Statistics* | |
| Multiple R | 0.832978824 |
| R Square | 0.69385372 |
| Adjusted R Square | 0.688298647 |
| Standard Error | 5.1347635 |
| Observations | 506 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | *Coefficients* | *Standard Error* | *t Stat* | *P-value* |
| Intercept | 29.24131526 | 4.817125596 | 6.070282926 | 2.54E-09 |
| CRIME\_RATE | 0.048725141 | 0.078418647 | 0.621346369 | 0.534657 |
| AGE | 0.032770689 | 0.013097814 | 2.501996817 | 0.01267 |
| INDUS | 0.130551399 | 0.063117334 | 2.068392165 | 0.039121 |
| NOX | -10.3211828 | 3.894036256 | -2.650510195 | 0.008294 |
| DISTANCE | 0.261093575 | 0.067947067 | 3.842602576 | 0.000138 |
| TAX | -0.01440119 | 0.003905158 | -3.687736063 | 0.000251 |
| PTRATIO | -1.074305348 | 0.133601722 | -8.041104061 | 6.59E-15 |
| AVG\_ROOM | 4.125409152 | 0.442758999 | 9.317504929 | 3.89E-19 |
| LSTAT | -0.603486589 | 0.053081161 | -11.36912937 | 8.91E-27 |

In this case, **the adjusted R-squared value is 0.693,** which indicates that approximately **69.3% of the variation in the dependent variable (AVG\_PRICE**) can be explained by the independent variables in the model.

The **intercept value of “29.241”** represents the predicted value of AVG\_PRICE when all of the independent **variables in the model are equal to zero**.

The **coefficients** associated with the independent variables represent the change in the **predicted value of AVG\_PRICE associated with a one-unit increase in each independent variable**, while holding all other independent variables constant.

**b) Explain the significance of each independent variable with respect to AVG\_PRICE.**

**Ans:** The p-value associated with each coefficient can be used to determine whether that variable is a statistically significant predictor of AVG\_PRICE.

Based on the p-values listed in the output, the following independent variables are statistically significant predictors of AVG\_PRICE:

* **AVG\_ROOM**: A one-unit increase in the average number of rooms per dwelling is associated with an increase in AVG\_PRICE of 4.13 units (p < 0.001).
* **LSTAT:** A one-unit increase in the percentage of lower status of the population is associated with a decrease in AVG\_PRICE of 0.60 units (p < 0.001).
* **PTRATIO**: A one-unit increase in the pupil-teacher ratio is associated with a decrease in AVG\_PRICE of 1.07 units (p < 0.001).
* **DISTANCE**: A one-unit increase in the weighted distances to five Boston employment centres is associated with a decrease in AVG\_PRICE of 0.26 units (p < 0.001).
* **TAX**: A one-unit increase in the full-value property-tax rate per $10,000 is associated with a decrease in AVG\_PRICE of 0.01 units (p < 0.001).
* **NOX:** A one-unit increase in the nitric oxide’s concentration is associated with a decrease in AVG\_PRICE of 10.32 units (p < 0.001).

On the other hand, the following independent variables may not be statistically significant predictors of AVG\_PRICE, based on their p-values:

* CRIME\_RATE (p = 0.535)
* AGE (p = 0.013)
* INDUS (p = 0.039)

**8) Pick out only the significant variables from the previous question. Make another instance of the Regression model using only the significant variables you just picked and answer the questions below: (8 marks)**

**b) Compare the adjusted R-square value of this model with the model in the previous question, which model performs better according to the value of adjusted R-square?**

|  |  |
| --- | --- |
| *Regression Statistics* | |
| Multiple R | 0.832978824 |
| R Square | 0.69385372 |
| Adjusted R Square | 0.688298647 |
| Standard Error | 5.1347635 |
| Observations | 506 |

|  |  |
| --- | --- |
| *Regression Statistics* | |
| Multiple R | 0.828267851 |
| R Square | 0.686027633 |
| Adjusted R Square | 0.682252414 |
| Standard Error | 5.184325148 |
| Observations | 506 |

**Ans**:

Q.7 Adjusted R Square Q.8 Adjusted R Square

Comparing the adjusted R-squared values, we can see that the new model have a lower adjusted R-squared value of 0.682 compared to the previous model adjusted R-squared of 0.688. This indicates that the previous model is a better fit for the data than the original model.

**c) Sort the values of the Coefficients in ascending order. What will happen to the average price if the value of NOX is more in a locality in this town?**

**Ans:** Sorting the coefficients in ascending order based on their absolute values, we get:

1. TAX: -0.011178212
2. NOX: -1.384355318
3. PTRATIO: -0.95675605
4. LSTAT: -0.54755586
5. DISTANCE: 0.208401356
6. AVG\_ROOM: 4.328075271
7. Intercept: 23.25928523

Based on this ordering, the predictor variable with the smallest absolute coefficient value is "TAX", while the predictor variable with the largest absolute coefficient value is "AVG\_ROOM".

Regarding the effect of NOX on the average price in the town, we can look at the coefficient of the "NOX" predictor variable, which is -1.384355318. This means that, holding all other variables constant, for every one-unit increase in NOX, the average price of houses in the town is expected to decrease by $1,384.

**d. Write the regression equation from this model.**

**Ans: Response variable** = 23.25928523 - 1.384355318 \* NOX + 0.208401356 \* DISTANCE - 0.011178212 \* TAX - 0.95675605 \* PTRATIO + 4.328075271 \* AVG\_ROOM - 0.54755586 \* LSTAT